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Derenne and Baron (1999) criticized a quantitative literature review by Kollins, Newland, and
Critchfield (1997) and raised several important issues with respect to the integration of single-subject
data. In their criticism they argued that the quantitative integration of data across experiments
conducted by Kollins et al. is a meta-analysis and, as such, is inappropriate. We reply that Kollins
et al. offered behavior analysts a technique for integrating quantitative information in a way that
draws from the strengths of behavior analysis. Although the quantitative technique is true to the
original spirit of meta-analysis, it bears little resemblance to meta-analyses as currently conducted
or defined and offers behavior analysts a potentially useful tool for comparing data from multiple
sources. We also argue that other criticisms raised by Derenne and Baron were inaccurate or irrel-
evant to the original article. Our response highlights two main points: (a) There are meaningful
quantitative techniques for examining single-subject data across studies without compromising the
integrity of behavior analysis; and (b) the healthiest way to refute or question findings in any viable
field of scientific inquiry is through empirical investigation.

Psychologists, who agree on little,
widely endorse the proposition that, in
the study of behavior, methods matter.
This resonant concordance brings unity
to an otherwise chaotic world of con-
trasting scholarly perspectives. The
mantra "methods matter" should be
repeated often, but especially so in de-
veloping disciplines, in which proce-
dures have yet to become standardized
and research questions remain to be
clarified.
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The experimental analysis of human
behavior is one such developing field.
Human studies are published and cited
infrequently in the experimental anal-
ysis of behavior (Dougherty, 1994; Hy-
ten & Reilly, 1992; Perone, 1985), and
the range of topics addressed by these
studies is limited (Doughterty, 1994).
Among primary empirical studies pub-
lished in Volumes 63 through 70 (1995
to 1998) of the Journal of the Experi-
mental Analysis of Behavior (JEAB),
only about 17% (27 of 162) involved
human subjects. Compounding the
problems arising from a limited data
base is the discomfiting presence of
substantial unexplained variability in
findings from the experimental analysis
of human behavior, including atypical
subjects within studies, failures to rep-
licate findings from animal studies, and
differential outcomes across laborato-
ries. These problems and their impli-
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cations have been addressed extensive-
ly (e.g., Baron & Perone, 1982; Baron,
Perone, & Galizio, 1991a, 1991b) and
need not be repeated here. For present
purposes, the most salient and trou-
bling consequence of this state of af-
fairs is that some have come to regard
unexplained variability as one of the
hallmarks of human research (Branch,
1991; Shull & Lawrence, 1991) and
perhaps of human subjects in general.
Such conclusions are damaging to the
still-fledgling movement because, left
unrebutted, they portray the experi-
mental analysis of human behavior as
an enterprise with limited potential to
advance a general science of behavior.
Perhaps worse, such conclusions erode
the general credibility of behavior
analysis, which has placed great stock
in extending principles derived from
nonhuman species to the interpretation
and alteration of human behavior.

Against this backdrop, Kollins,
Newland, and Critchfield (1997) un-
dertook a review of studies relevant to
human choice as described by Baum's
(1974) generalized matching law. The
review revealed and quantified sub-
stantial variability in the degree to
which relevant quantitative models
have fit human behavior, and in esti-
mates of human sensitivity to rein-
forcement derived from the models. Its
general conclusions agreed with a
qualitative review conducted 14 years
previously (Pierce & Epling, 1983).
The primary innovation of the Kollins
et al. review lay in its introduction of
a quantitative approach to estimating
the contributions of procedural factors
to the variability in choice outcomes.
Kollins et al. concluded that the exist-
ing evidence points to experimenters,
not human subjects, as the source of
variability in the human choice litera-
ture. That is, methods matter, and the
findings suggest some intriguing hy-
potheses about the way that experi-
mental procedures influence human
choice.

Recently, Derenne and Baron (1999)
criticized the Kollins et al. (1997) re-
view at some length, objecting to the

review on two grounds. First, they de-
scribed the quantitative approach used
by Kollins et al. as meta-analysis, a
technique that is conventionally linked
to Fisherian comparisons across groups
and thus is particularly unsuitable for
use with single-subject data. Second,
they dismissed certain findings of the
review as improbable, attributing them
to use of flawed techniques for com-
paring across studies. We address these
claims below.

Quantitative Comparisons Across
Studies

The Kollins et al. (1997) analyses
were rooted in Baum's (1974) gener-
alized matching equation, which de-
scribes the positive linear relationship
of relative response rate to relative re-
inforcement rate when plotted on log-
arithmic coordinates. The slope param-
eter of Baum's equation is convention-
ally regarded as an estimate of sensi-
tivity to reinforcement (Baum, 1974;
Davison & McCarthy, 1988). Empha-
sizing this parameter, we employed a
four-step process. First, 310 slope val-
ues from individual subjects and one
slope value derived from an average of
several subjects were obtained from 25
published studies.' Second, a frequen-
cy distribution of slopes was construct-
ed and compared with one representing
nonhumans, as summarized by Baum
(1979). Overall, human slopes tended
to be shallower than those of nonhu-
mans (median = 0.70 for humans, 0.85
for nonhumans), and the distribution
was more variable (interquartile range
= 0.31 to 1.01 for humans, 0.75 to
0.97 for nonhumans).

Third, distributions of slopes were
examined quantitatively and graphical-

' Slopes typically were described in studies
employing concurrent-schedule procedures.
Studies in which a single response rate is re-
ported can be described by Herrnstein's (1970)
single-schedule hyperbolic equation, which in-
cludes an "other reinforcement" free parameter
that permits an estimate of sensitivity to rein-
forcement in terms of the generalized matching
law. See Kollins et al. (1997) for details.
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TABLE 1

Slope values from human studies re-
viewed by Kollins et al. (1997) and
from nonhuman studies reviewed by

Baum (1979).

Human slope Nonhuman
Percentile value slope value

10th 0.07 0.66
20th 0.25 0.73
30th 0.45 0.77
40th 0.58 0.82
50th (median) 0.70 0.85
60th 0.87 0.90
70th 0.94 0.94
80th 1.12 1.01
90th 1.26 1.07

ly, applying a technique called the em-
pirical quantile-quantile (Q-Q) plot2
(Cleveland, 1985; Newland, 1997) to
compare the distributions of data from
studies that differed along certain
methodological dimensions. Kollins et
al. (1997) applied this approach to ag-
gregate data across experiments while
preserving the integrity and power of
behavior analysis in its ability to ac-
count for the behavior of individual
subjects. Because of the novelty of the
application, we take the liberty of il-
lustrating it here.

In the most global comparison, nine
deciles (10th, 20th,..., 90th percen-
tiles) representing a distribution of
slopes taken from animal studies (from
Baum, 1979) were plotted against nine
deciles describing the distribution of
slopes from the human studies that we
reviewed. Table 1 lists the raw deciles,
and Figure 1 graphically depicts their
relationship. In this representation it is
clear that the deciles of the different
distributions fall along a straight line
that can be described by Y = a + mX.
If a = 0 and m = 1, then the distri-
butions are identical; to the extent that
a $ 0 and m $ 1, the distributions dif-
fer from one another. This formed the

2 Sometimes this is called a percentile-percen-
tile plot. The difference is that quantiles range
from 0 to 1 and percentiles range from 0 to 100.

basis for the statistical comparisons
made by Kollins et al. (1997): Was a
different from 0 and m different from
1? The least squares regression line in
Figure 1 (solid line) is described by Y
= 2.94X - 1.83, and it is quite differ-
ent from the major diagonal (dotted
line) represented by Y = 1*X + 0 (for
details, see Kollins et al.).

In this method of display, a nonunity
slope indicates that the two distribu-
tions differ from one another and pro-
vides information about the dimen-
sions along which they differ, only two
of which will be highlighted here (see
Cleveland, 1985, or Newland, 1997,
for further detail). First, the magnitude
of difference between the distributions
depends on what portion of the distri-
bution is being considered, an interpre-
tation similar to a statistical interaction.
Second, the two distributions cover dif-
ferent ranges of values. In this case, the
distribution represented on the vertical
axis is more variable (the extremes are
farther apart) than that represented on
the horizontal axis. This is necessarily
the case if the slope is greater than 1.0
(a slope less than 1.0 would indicate
that the distribution on the horizontal
axis is the more variable one). Addi-
tional information is provided by the
intercept, the magnitude of the slope,
and the linearity of the line, among
others (see Cleveland, 1985, and New-
land, 1997, for additional details).
The fourth and most important step

taken by Kollins et al. (1997) was to
employ Q-Q plots to forge compari-
sons among human studies employing
different types of procedures. Kollins
et al. found that the overall variability
in matching slopes was related to a va-
riety of methodological factors, such as
the use of monetary versus other con-
sequences, measurement of button
press versus other responses, and the
presence or absence of schedule-cor-
related stimuli. That is, methods mat-
ter, and the results of Kollins et al. ad-
vanced testable hypotheses about the
ways in which experimental proce-
dures influence human choice.
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Figure 1. Q-Q plot of distribution depicted in Table 1. Each decile of the human slope distribution
(as reported by Kollins et al., 1997) is plotted as a function of the same decile of the nonhuman
slope distribution (as reported by Baum, 1979). The regression equation provides information re-
garding the slope and intercept and can be interpreted as a measure of how the distributions differ
from unity (Y = I1*X + O). For clarity, the values for the I10th, 50th (median), and 90th deciles are
labeled. Redrawn based on Figure 3 from Kollins et al.

Was Kollins et al. (1997)
a Meta-Analysis?

Like methods, terms also matter.
The issue of whether the Kollins et al.
(1997) paper was a meta-analysis is an
important one for the same reasons that
any application of a technical term is
important. Functionally, the answer de-
pends on how the term is defined and
used in the contemporary literature.
After calling Kollins et al. a meta-anal-
ysis, Derenne and Baron (1999) pro-
vided a synopsis of standard criticisms
commonly applied to such reviews. If
the review was indeed a meta-analysis,
then these concerns apply; if it was not
a meta-analysis, then their criticism
bears a second look.

Originally, Glass, McGaw, and
Smith (1981) introduced the term
meta-analysis to describe a general
quantitative strategy for seeking pat-

terns in a research literature. They de-
fined a meta-analysis as follows:

By recording the properties of studies and their
findings in quantitative terms, the meta-analysis
of research invites one who would integrate nu-
merous and diverse findings to apply the full
power of statistical methods to the task. Thus, it
is not a technique; rather it is a perspective that
uses many techniques of measurement and sta-
tistical analyses. (p. 21)

It was in this sense that Kollins et al.
(1997) described the review as "a form
of meta-analysis" (p. 212). In this
sense, the appellation applies as well to
acknowledged classics in the literature
describing the matching law, including
Baum (1979) and Myers and Myers
(1977).

Glass et al.'s (1981) intent notwith-
standing, as ordinarily used the term
meta-analysis now describes a specific
technique that bears little resemblance
to the approach used by Kollins et al.
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(1997). The review captured the origi-
nal intent of meta-analyses as de-
scribed in the quotation above, but had
it been called a meta-analysis, the
claim would have been criticized. Cur-
rent discussions of the term entail at-
tempts to narrow its definition so that
there is consistency in how the term is
used (e.g., Hunter & Schmidt, 1990;
Wachter & Straf, 1990). In these sourc-
es, the term applies to formal efforts
that (a) synthesize research using (b) a
quantitative description of effect that
(c) includes some measure of central
tendency (almost always a mean, a
proportion, or an odds ratio). These are
(d) expressed in the context of a mea-
sure of variability (almost always a
standard deviation or confidence inter-
val) in which (e) the unit of analysis is
the group or the research report. Note
that, together, items c and d are used
to calculate the "effect size," which
lies at the conceptual heart of modern
meta-analytic techniques (Glass et al.,
1981; Hunter & Schmidt, 1990).
The Kollins et al. (1997) review sat-

isfies the first two criteria-data were
synthesized across studies and a quan-
titative description of the relations
among such data was used. We agree
with Derenne and Baron (1999) that
thorny issues arise when findings of
different studies are considered togeth-
er. But we reserve judgment on Der-
enne and Baron's assertion that data
aggregation is especially troublesome
for single-subject research. This matter
has been debated previously at great
length (Allison & Gorman, 1993; Busk
& Serlin, 1992; Gingerich, 1984; Salz-
burg, Strain, & Baer, 1987; Scruggs &
Mastropieri, 1998; Scruggs, Mastropi-
eri, & Casto, 1987a, 1987b, 1987c;
White, 1987; White, Rusch, Kazdin, &
Hartmann, 1989). For the present, we
note simply that, although methods
certainly matter for literature reviews
as they do for primary empirical stud-
ies, standardized methods do not exist
for integrative literature reviews as
they do for experiments (Mosteller,
1990). Until such time as they do, no
literature review is ever beyond re-

proach on general grounds, because all
efforts to combine data across experi-
ments are compromised by necessarily
subjective decisions about procedures
for study inclusion, data aggregation,
and so forth.

Particularly with respect to the third,
fourth, and fifth criteria, the Kollins et
al. (1997) review accomplished goals
that meta-analyses, as conventionally
understood, cannot. This is because the
technique in question, Q-Q plots, uses
as its unit of analysis distributions of
individual data, rather than effect sizes
that are calculated from aggregated
measures of central tendency and var-
iability (that are necessarily derived
from combining data across subjects
and raise conceptual problems for the
analysis of behavior; e.g., Sidman,
1960). This analytical strategy is re-
flected in the graphical display of the
data as well as in the regression ana-
lyses. The slope is a central feature of
the Q-Q plot analysis because it incor-
porates a comparison of two entire dis-
tributions-distributions that comprise
individual-subject data.
We make no "best practice" claims

about Kollins et al. (1997). To date, be-
havior analysts have not undertaken
quantitative syntheses of experimental
literatures frequently enough to shed
light on what constitutes best practice.
We suggest only that the approach tak-
en by Kollins et al. is consistent with
fundamental tenets of behavior analy-
sis because it maintains information at
the level of the individual subject; it
emphasizes rather than obscures vari-
ability; and it focuses on potential de-
terminants of behavior as defined in
the experimental analysis of behavior.
In summary, the Kollins et al. (1997)
review offers behavior analysts one al-
ternative to the modem practice of
meta-analysis.

On Unexpected Findings

With regard to our specific findings,
Derenne and Baron (1999) focused on
those that they deemed "puzzling" (p.
39), "surprising" (p. 35), "unexpect-
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ed" (p. 35), and "remarkable" (p. 36).
For example, studies conducted with
nonhumans indicate that sensitivity to
reinforcement in choice is enhanced by
schedule-correlated discriminative
stimuli; the Kollins et al. (1997) review
suggested otherwise for humans.
Clearly, unusual results deserve unusu-
al scrutiny, but Derenne and Baron at
times mischaracterized how emphati-
cally the results were presented and, in
the process, adopted a surprisingly nar-
row perspective on the possibilities
raised by unexpected findings.

In the former case, Derenne and
Baron (1999) asserted that findings
were presented unequivocally, without
reference to the limitations of our
methods. Yet the review's major focus
was on the importance of methods, as
illustrated by the concluding comment:
"We should strive for a more thorough
understanding of how the procedures
used to study behavior-of all species,
but especially of humans-affect the
behavior under question" (Kollins et
al., 1997, p. 218). In addition, it was
carefully noted that

Because most studies differ procedurally in sev-
eral ways, the binary comparisons conducted
here are artificially simple in that they do not
reflect the possible interaction among factors
that could influence sensitivity to reinforcement.
... Many other kinds of comparisons are pos-
sible, as the relevant studies differ procedurally
on many dimensions. (Kollins et al., p. 215)

Yet Derenne and Baron worried that
"Because qualifications were not ex-
pressed in the article, the implication is
that each of the variables that influ-
enced human sensitivity [to reinforce-
ment] operated independently" (p. 38;
italics added). We encourage readers of
the comment to consult our original
work and draw their own conclusions
about how the results were presented.

With respect to results, Derenne and
Baron (1999) argued that these unex-
pected findings must be artifacts of
data manipulation, because they "run
counter to both theory and common
observation" (p. 36). Yet, the absence
of citations makes it impossible to de-
termine which theory and observation

Derenne and Baron considered most
relevant to these unexpected findings.
On the basis of previous position pa-
pers by Baron and colleagues (e.g.,
Baron & Perone, 1982; Baron et al.,
1991a, 1991b), we infer that Derenne
and Baron share our bias for assuming
interspecies continuity of behavior
principles, and our respect for the pro-
digious data base accumulated through
past behavioral research. We note,
however, that, given a relative paucity
of human operant research (e.g., Hyten
& Reilly, 1992), the literature relevant
to most operant research questions
tends to consist largely of studies con-
ducted with nonhumans. And unquali-
fied confidence in this source of guid-
ance has its pitfalls.

For example, referring to one of the
findings reported by Kollins et al.
(1997), Derenne and Baron (1999) stat-
ed that "it seems remarkable ... that
sensitivity [to reinforcement] should be
reduced by adding discriminative stim-
uli" (p. 36). This finding does indeed
seem at odds with findings from the
nonhuman laboratory (e.g., Davison &
McCarthy, 1988). Two of the human
studies reviewed, however, explicitly
manipulated the manner in which
schedule-correlated discriminative
stimuli were presented (Horne &
Lowe, 1993; Takahashi & Iwamoto,
1986). In both of these studies, the
presence of discriminative stimuli
alone did not categorically result in be-
havior that was better described as
matching (i.e., more sensitive to the
changing contingencies), despite what
might be expected based on "theory
and common observation" from the
nonhuman literature.
The preceding example serves as a

reminder that two conclusions are pos-
sible when human results deviate from
those obtained from nonhumans: (a)
Impressions of human behavior
(which, if the truth were known, func-
tions like that of other species) have
been corrupted in some way by idio-
syncrasies of the research methods, or
(b) human behavior is, in fact, different
from that of other species. The latter
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possibility has been the subject of
much controversy within behavior
analysis. Fortunately, science offers
tried and true means for resolving con-
flict, and, in the present case, far more
important than knowing the correct an-
swers about human choice is a com-
mitment to seeking those answers in a
way that promotes the long-term health
of a science of human behavior.
Over the years, no one has argued

more forcefully than Baron and his col-
leagues that points of divergence be-
tween human and animal data should
be viewed as a research mandate (Bar-
on & Perone, 1982; Baron et al.,
1991a, 1991b). In this regard, we find
it ironic that the Derenne and Baron
(1999) commentary did not provide
new empirical findings that inform the
field about human choice. But solu-
tions to the current impasse are self-
evident. Derenne and Baron suggested
that improved methods of literature re-
view might lead to findings more in ac-
cord with the animal literature. Such a
reanalysis of the data would be a wel-
come contribution. In addition, Kollins
et al. (1997) identified many testable
hypotheses about the role of procedural
variations on human choice. The rele-
vant experiments would not be difficult
to conduct.

Historical examples suggest that, al-
though the answers regarding "aber-
rant" human behavior are not simple
or easily obtained, efforts to seek them
empirically will prove to be valuable.
Consider the well-known case of hu-
man fixed-interval (FI) performance,
which rarely reflects the positively ac-
celerating "scalloped" pattern of re-
sponding so widely attributed to non-
humans performing on similar sched-
ules (e.g., Weiner, 1969, 1972). This
outcome has spawned diverse hypoth-
eses. Perhaps incidental factors (e.g.,
prior learning) confound human FH per-
formance. Perhaps uniquely human
characteristics (e.g., language) are op-
erating. Perhaps the overall pattern
(scalloping) is an artifact of more fun-
damental processes (Zeiler, 1984) to
which both human and nonhuman lab-

oratories should attend. These hypoth-
eses have stimulated insights into im-
portant topics such as instructional
control (Baron & Galizio, 1983), be-
havioral history (Wanchisen, Tatham,
& Mooney, 1989), and the alleged
ubiquity of FH scalloping in nonhumans
(Hyten & Madden, 1993). But empiri-
cal work (both experimentation and the
reanalysis of existing data) was the pri-
mary foundation of this progress.

In summary, an empirical approach
to problem solving is the bedrock of an
emerging area like the experimental
analysis of human behavior, in which
both procedures and findings are sub-
ject to competing interpretations. Sad-
ly, in a field that is desperately short of
workers (e.g., only five laboratories ac-
counted for nearly half of the human
studies published in JEAB during
1995-1998), vigorous empirical efforts
can be difficult to muster. Whatever its
possible shortcomings, the Kollins et
al. (1997) review succeeded in orga-
nizing a diverse human choice litera-
ture, identifying heretofore unrecog-
nized patterns in the data, and gener-
ating compelling research questions
based upon the data. Although ever
faithful to the maxim that methods
matter, Derenne and Baron (1999), in
their haste to dismiss outcomes that
troubled them, may have temporarily
lost sight of a second research maxim:
Data speak louder than words. Will
each of the findings of Kollins et al.
hold up to further empirical scrutiny?
That seems unlikely. But which find-
ings may be spurious and which may
provide genuine insight into human be-
havior is a matter to be decided in a
court in which data constitute the jury.
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